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THE FIELD OF artificial intelligence 
(AI) has witnessed a marked increase 
in both demand and growth, fueled 
by the large availability of datasets 
and machine learning breakthroughs, 
such as deep learning and reinforce-
ment learning. Many organizations 
leverage AI to transform entire sec-
tors of our society with data-driven 
solutions, from education1 and fi-
nance2 to health care3 and security.4 
However, the development and main-
tenance of AI-based systems require 
specialized training, since such sys-
tems have fundamental differences 
compared to traditional software 
systems. Contrary to traditional soft-
ware systems that are written to im-
plement well-defined requirements, 
AI-based systems infer their behavior 
from data, making systems unstable, 
prone to discrimination, and harder 
to troubleshoot and debug.5

While AI plays a role in driving 
economic opportunities, AI applica-
tions bring about various social con-
cerns,6 such as ethical issues, privacy 
rights, and surveillance. The lack of 
social accountability in AI systems 
can lead to a wider digital divide and 
the violation of social norms, ulti-
mately having a negative impact on 
human rights, such as freedom and 
equality.7 For instance, Amazon em-
ployed an AI-based recruitment sys-
tem to filter the top candidates for 
job applications. The system was later 
reported to be heavily biased against 
female applicants due to biases in 
Amazon’s data and was discontin-
ued.8 Another example is IDEMIA’s 
facial recognition algorithm, which 
has been shown to exhibit bias 
against Black women when com-
pared to other groups (e.g., White 
women).9 Software engineers are heav-
ily involved in developing and main-
taining AI-based systems, but are not 
typically trained on critical social 
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issues related to these systems. Cur-
rent research and training in soft-
ware engineering rarely consider the 
combination of technical and social 
aspects when developing AI-based soft-
ware systems. Therefore, it is impor-
tant to have a training program to 
train practitioners working with AI-
based systems to know, understand, 
apply, and integrate both technical 
and social aspects.

To bridge this gap, we share with 
the community our experience and 
efforts in devising a training program 
on the development, deployment, and 
servicing of AI-based software sys-
tems. The main goal of the program 
is to equip future software engineers 
with both the technical skills to build 
AI-based systems and the knowledge 
to understand and incorporate the 
ethical and social implications of AI. 
In particular, trainees are introduced 
to the fundamental technical con-
cepts in designing, developing, and 
servicing AI-based software systems, 
through an engineering course called 
“Engineering AI-Based Systems.” 
Moreover, the training program equips 
trainees with ethical and social cri-
teria that AI-based systems need to 
consider, guided by human rights 
and sustainable development goals, 
through the course “Social Aspects 
for AI-Based Software Systems.” 
Finally, to prepare trainees for their 
future career paths, our training 
program includes several special-
ized modules on professional skills 
in the context of AI software sys-
tems (e.g., commercialization and 
entrepreneurship).

Started in 2021, the program is 
expected to train approximately 70 
software engineering trainees in six 
years, spanning students from four 
Canadian universities. Specifically, 
the program offers training opportu-
nities to undergraduate and (mostly) 

graduate students pursuing Ph.D. 
and Master’s degrees, and is an in-
tegral component of the trainees’ 
Master’s and Ph.D. programs. The 
Ph.D. training lasts for four years 
and the Master’s training for two 
years. A few undergraduate students 
take short-term training through 
short research internships in the re-
search labs involved with the train-
ing program. The trainee selection 
is based on the recommendations of 
supervisors, overseen by the train-
ing program admission committee. 
We consider gender balance, tech-
nical capabilities, and other crite-
ria related to equity, diversity, and 
inclusion in the admission process. 
To collect the initial feedback about 
the program, we surveyed the first-
year trainees (18 trainees) enrolled 
in the training program. We received 
nine responses (50% response rate). 
The results show that all survey par-
ticipants either strongly recommend 
(77.8%) or recommend (22.2%) the 
program. The participants specified 
that the program enables them to 
identify and address issues related to 
AI-based systems. Furthermore, the 
majority (89%) of participants in-
dicated that the program increases 
awareness of social and ethical is-
sues of AI, which highlights the 
importance of considering the com-
bination of technical and social as-
pects in our training program. The 
participants suggest having more 
collaborations with the industry 
through internships and among train-
ees themselves, which we are plan-
ning to implement in our program for 
the future cohort.

Training Program
The training program is an integral 
component of the trainees’ Master’s 
and Ph.D. programs. It aims to train 
the trainees on the technical and 

social aspects of AI-based software 
systems through courses entitled 
“Engineering AI-Based Software 
Systems” and “Social Aspects of AI-
Based Systems.” The trainees are 
required to complete several com-
ponents to apply what they have 
learned in practice. The program of-
fers several webinars featuring indus-
try practitioners who share current 
practices used in the development 
of AI-based systems. Moreover, the 
program cultivates the professional 
skills of the trainees through special-
ized modules. Our training philoso-
phy is centered around several key 
aspects: increasing the trainees’ aca-
demic knowledge on the technical 
and social aspects, arming trainees 
with real-life experiences, foster-
ing critical thinking, experiencing 
hands-on learning, bridging the gap 
between academia and industry, and 
cultivating the trainees’ professional 
skills. In the following, we elabo-
rate on how the training program 
achieves the aforementioned aspects.

Provide Trainees With a Strong 
Academic Foundation on the  
Technical and Social Aspects
To ensure that trainees have a strong 
academic foundation, we design our 
training program to expose trainees 
to the latest research (both techni-
cal and social aspects) about various 
topics related to the development of 
AI-based systems. For example, in 
the “Engineering AI-Based Software 
Systems” course, we cover the entire 
development lifecycle of AI-based 
software systems, from its specifica-
tion and requirements engineering 
to the deployment and maintenance 
(MLOps) of those systems in pro-
duction, as shown in Table 1. The 
course discusses what a “typical” 
software engineering process is and 
then delves into discussing the unique 
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aspects one needs to consider for 
AI-based systems (e.g., the role of 
data in requirements, special testing 
needs to consider drift, etc.).

The “Social Aspects of AI-Based 
Systems” course introduces students 
to the terminology related to the so-
cial aspects of technology and enables 
them to articulate the social issues of 
AI. Specifically, it covers topics vary-
ing from terminologies around equity, 
diversity, and inclusion (EDI) to Indig-
enous perspectives on AI, as shown in  
Table 1. In the social aspects course, 
trainees learn to apply a multilevel 
approach to identify and analyze 
social inequities related to AI. This 
approach includes several forms of 
structural, institutional, and personal 
factors, e.g., 1) individual bias, which 
influences decisions that result in in-
equitable technology; 2) disciplinary 
values embedded in the culture of 
engineering; and 3) structural and 

societal factors that influence engi-
neering practices. The course dis-
cusses the impact of AI on individuals 
from various backgrounds and demo-
graphics. We showcase real-world ex-
amples where AI has had an impact 
on different communities and engage 
in discussions that explore the so-
cial aspects of AI and its impact on 
diverse populations. For example, 
in the “Social Aspects of AI-Based 
Systems” course, we discussed an 
article that addresses how racism is 
inscribed in automatic facial recog-
nition and provides suggestions for 
the inclusion of people’s diversity in 
such systems.10

Expose Trainees to Challenges 
and Best Practices Involving the 
Development of AI-Based Software 
Systems via Real-Life Experiences
Given the novelty of the topics, we find 
it hard to cover all topics shown in 

Table 1 with the traditional textbook 
material approach. While we rely on 
some chapters of the books of George 
Hulten11 and Kate Crawford,12 most 
topics were prepared using peer-re-
viewed scientific articles and industry 
reports. We put special emphasis not 
only on articles that present an indus-
trial perspective on the engineering 
challenges, but also solutions related to 
the topic of the session. Thus, we bet-
ter prepare them for their real-life soft-
ware engineering work by exposing 
the trainees to the challenges and po-
tential solutions employed on real-life 
AI-based systems. For example, when 
presenting the topic of software archi-
tecture, we discuss the data prepara-
tion challenges that might occur while 
designing the software architecture 
of an AI-based system (e.g., jungle of 
scrapes), and present the different so-
lutions to these challenges (e.g., modu-
larize the data preparation pipeline). 
In some cases, we opt to use interna-
tional reports, documentaries, films, 
and interviews to highlight the impact 
of AI on social aspects. For example, 
to increase the trainees’ awareness of 
AI discrimination consequences, we 
assign the trainees to watch two doc-
umentaries [one on integrating gender 
and EDI on different social aspects 
(http://genderedinnovations.stanford.
edu/video_landing.html) and “Coded 
Bias” (https://www.netflix.com/ca/
title/81328723)].

Foster Critical Thinking
We craft the lectures in our train-
ing program to improve the train-
ees’ critical thinking and analytical 
skills, through class assignments and 
discussions. These skills are essential 
for trainees to evaluate different so-
lutions and make an informed deci-
sion by selecting the most effective 
solution for a specific problem. To 
enrich class discussion and ensure 

Table 1. The covered topics in the “Engineering  
AI-Based Software Systems” and “Social Aspects of  

AI-Based Systems” courses.

Engineering AI-Based Software Systems Social Aspects of AI-Based Systems 

Introduction and overview Terminology around social aspects and equity, 
diversity, and inclusion

AI for software engineers (hands-on activity) Human rights and sustainable development

Software requirements for AI-based systems Technology and politics

Software architectures of AI-based systems AI and materiality

Data validation and management AI, industry, and employment

Interpretation versus explanation AI harm, issues, and concerns

Deployment and testing (MLOps) AI ethics

Technical debt in AI-based systems AI policies and regulations

Continuous delivery (guest lecture) AI and software engineering culture, practices, 
and values

Special topics: security, fairness, privacy,  
AI governance

Indigenous perspectives on AI
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trainees are familiar with the mate-
rial that will be presented in class, 
for each topic, trainees are assigned 
materials to read, summarize, and 
critique. During the lecture, we start 
by providing a general background 
about the class topic to familiarize 
trainees with the related terminolo-
gies and motivate the importance 
of this topic from both engineering 
and social aspect perspectives. Then, 
trainees are empowered and encour-
aged to discuss the article(s), tak-
ing turns listing to what they have 
learned, aspects that they deem to 
be the strong points, and limitations. 
In addition to gaining a better grasp 
of the concepts discussed in class, 
this approach helps trainees improve 
their active listening skills, better 
express themselves, and encourages 
them to be receptive to different 
viewpoints. We observe that train-
ees engage well in the discussion, de-
bating the content of the article and 
reflecting on the virtues and short-
comings of the article content.

Practice-Based Learning
To exercise the knowledge learned 
in class and sharpen the trainees’ 
problem-solving skills, the training 
program provides the trainees with 
practical experience through several 
assignments, essays, and projects. 
The trainees complete several projects 
through the program courses. For ex-
ample, projects in the “Engineering 
AI-Based Software Systems” course 
include the development of tools, tech-
niques, and/or empirical studies on es-
tablished practices in the industry and 
open source. In the “Social Aspects of 
AI-Based Systems” course, trainees 
are assigned a team-based project that 
assesses AI applications for a specific 
domain (e.g., health care and environ-
ment) with respect to EDI. In addition 
to exploring theories and concepts 

related to EDI, the project provides 
trainees with an opportunity to learn 
and enhance their research grant 
writing skills. A number of projects 
have been submitted and published 
to peer-reviewed venues in software 
engineering (e.g., Badran et al.13 and 
Majdinasab et al.14).

Bridge the Gap Between  
Practice and Academia
A key goal of the program is to bridge 
the gap between academia and in-
dustry practice, promoting a bidirec-
tional flow of knowledge. This means 
that knowledge should be shared from 
classrooms to industry and vice versa. 
To expose trainees on how the theory 
learned in the course is applied in the 
industry, we invite keynote speakers 
from the industry to present webinars 
and share the current practices used in 
the industry to develop AI-based sys-
tems. In past webinars, speakers high-
lighted the different critical challenges 
and solutions they used to overcome 
real challenges in their systems. Is-
sues related to fairness, performance, 
usability, and even team composition 
are some topics that were covered. 
To export education to the industry, 
our program encourages internships, 
trainee-led seminars for industry 
partners, and collaborations between 
educational institutions and industry 
organizations through joint research 
projects. Such efforts direct the train-
ees’ research to focus on proposing 
practical solutions for real-world is-
sues in the industry and expose the 
trainees to developing solutions that 
are industry-relevant.

Provide Trainees With Opportunities 
to Develop Highly Sought-After 
Professional Skills
One of the main goals of our train-
ing program is to cultivate the pro-
fessional skills of the trainees and 

prepare them for their future career 
paths. Therefore, we include special-
ized modules in our program that 
focus on providing trainees with valu-
able and relevant professional skills 
in the context of AI-based software 
systems. The program developed a 
set of professional development mod-
ules where each module encompasses 
a collection of reading materials, lec-
tures, and workshops that pertain 
to a specific goal. The modules are 
meant to be lightweight, taking one 
to two weeks to complete, allowing 
trainees to take them at their conve-
nience without excessively extending 
the duration of their program. Cur-
rently, we offer five specialized mod-
ules in our training program:

• Commercialization and Entre-
preneurship: The significance of 
this module lies in the broad ap-
plicability and high demand for 
AI-based solutions. The objective 
of this module is to introduce 
trainees to concepts related to 
business development, strategic 
planning, and entrepreneurship 
in order to commercialize their 
ideas into profitable ventures.

• Engagement and Relation-
Building With Communities 
and Diverse Stakeholders: This 
module focuses on the sociocul-
tural aspects of communication. 
Trainees learn protocols and eth-
ics of building relationships, par-
ticularly those that are relevant 
for engaging with communities 
(e.g., Indigenous communities).

• Communication and Explain-
ability: Trainees learn to effec-
tively communicate and explain 
the composition of AI-based 
systems and the interpretation of 
their outputs.

• Dissemination and Presentation 
Skills: This module focuses on best 
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practices to present technical con-
cepts related to AI-based software 
systems in a clear and convincing 
manner to a broad audience.

• Technical Writing and Critiqu-
ing: A specialized module on 
technical paper writing and 
critiquing, focusing on literature 
related to AI-based software sys-
tems (both technical and societal 
literature). The main goal of this 
module is to teach trainees how 
to transform their research into 
high-quality, crisp manuscripts, 
as well as how to write construc-
tive reviews of research papers.

We strongly encourage trainees to 
complete as many of the aforemen-
tioned modules as possible but they 
must complete at least two. That 
said, trainees have the freedom to se-
lect the modules that align with their 
expected future career paths (e.g., 
academic researcher, entrepreneur).

In addition to working on their 
research thesis that is related to the 
program’s theme, the trainees are ini-
tially required to complete the “Engi-
neering AI-Based Software Systems” 
and “Social Aspects of AI-Based 
Systems” courses. Furthermore, the 

trainees need to comple te  t wo 
additional modules from the spe-
cialized modules to finish the pro-
gram successfully.

Preliminary Feedback on 
the Program
To gauge the quality of the training 
program, we sought initial feedback 
from the trainees through a survey. 
We invited the first-year trainees to 
participate in the survey15. We asked 
participants questions related to what 
they liked about the program, as 
well as areas in which they felt the 
program could be improved. We sent 

emails to 18 trainees and received 
nine responses (i.e., 50% response 
rate). In the following, we report the 
results of the survey, including ex-
ample responses from participants 
(tagged P1 through P9).

Strengths
Through the survey, participants 
indicated several strengths of the 
training program, which include 
the following.

Improving Critical Thinking and Problem-
Solving Skills. The survey results show 

that all of the participants either 
strongly recommend (77.8%) or rec-
ommend (22.2%) the training pro-
gram to others. Our analysis of the 
responses reveals that the participants 
feel that the program helped them to 
identify and address issues related to 
AI-based systems. For example, P7 
mentioned, “We learned about the 
technical and social issues around AI 
in various ways during the program.” 
Also, participants emphasized the 
importance of the provided materi-
als and projects in exposing them to 
different solutions. For example, P8 
highlighted how the program helped 
them think critically about the poten-
tial impact of different solutions: “It 
(the program) helped me by teaching 
me various aspects to consider when 
analyzing a given problem and the 
ability to think critically of the con-
sequences (good and bad) for each 
possible solution.” This illustrates the 
impact of providing materials that 
encompass both the issues and their 
potential solutions, as well as the in-
class discussions that broaden the 
trainees’ knowledge through expo-
sure to diverse perspectives and expe-
riences of other trainees.

Increasing Awareness of Social and Ethical  
Issues. Of the participants, 89% in-
dicated that the training program 
helps trainees to identify and address 
the social aspects of developing AI-
based systems. P8 highlighted how 
discussing real-life examples during 
the program increased the partici-
pant’s awareness of the social aspects 
and issues related to AI-based sys-
tems: “It (the program) helped me 
by making me more aware of the so-
cial issues experienced in AI-based 
software systems through previous 
real-life examples and offering dif-
ferent technical approaches in po-
tentially solving such issues.” Also, 

Contrary to traditional software 
systems that are written 

to implement well-defined 
requirements, AI-based systems 

infer their behavior from data, 
making systems unstable, prone 
to discrimination, and harder to 

troubleshoot and debug.
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P4 reported that “the course on the 
social aspects of AI helped me rec-
ognize the existence of many threats 
introduced by AI (such as bias, lith-
ium mining, privacy issues). I was 
unaware of most of these issues.” 
Moreover, the participants demon-
strated how the technical knowledge 
gained in the program could be ap-
plied to address social issues, such 
as biases in AI-based systems: “I can 
give the example of fairness here. 
So, we not only learned about fair-
ness but also explored datasets (with 
hands-on activities), and we also ex-
plored the state-of-the-art solution 
to fix fairness problems.” Although 
all trainees who enrolled in the pro-
gram are enrolled in graduate-level 
degrees (M.Sc. and Ph.D.) and come 
from various backgrounds, they were 
previously unaware of the social and 
ethical issues related to AI. Our re-
sults demonstrate the importance of 
incorporating ethical and social im-
plications in our program to train fu-
ture software engineers.

Preparing Future Responsible Practitioners/ 
Researchers. The majority of partici-
pants (66.7%) strongly believe that 
the social education and training they 
received in our program were ade-
quate for them to become responsible 
practitioners and researchers. Addi-
tionally, 33.3% of participants agreed 
that the education and training they 
received in this area was sufficient. 
For example, P3 will act proactively 
to solve social aspect potential is-
sues when developing AI-based sys-
tems: “When I build AI applications 
or do research, I will be aware of my 
social responsibility to build fair/un-
biased applications and avoid using 
sensitive data (gender/race) to make 
decisions.” On the other hand, P7 
discussed how the program impacted 
the way of conducting and reporting 

research results: “By becoming aware 
of the technical, social, and ethical 
concerns around AI, I am able to de-
sign my research in a way that is con-
cise about these issues (e.g., model 
drift, AI fairness).” The responses 
demonstrate that the participants re-
late responsibility both to technical as 
well as social knowledge and aware-
ness, and highlight the participants’ 
awareness of the importance of an in-
terdisciplinary approach.

Potential Improvements
The survey participants also shared 
insightful recommendations for im-
proving the program. One important 
aspect they highlighted was the wish 
to have more involvement and collab-
orations with the industry through in-
ternships. For instance, P3 reported, 
“Would it be possible to communi-
cate student research activities with 
industry partners of the training pro-
gram so that internships/employments 
opportunities are direct?” While the 
internship in our program is cur-
rently optional and highly recom-
mended for all trainees, it is clear 
that internships and industry expe-
rience are particularly important 
for training programs such as ours. 
Luckily, given the topic of the train-
ing program, our trainees are in de-
mand, and securing internships has 
not been a major issue.

Related to the above topic, sur-
vey participants would like to include 
even more practical sessions in the 
program. For example, P5 indicated, 
“More hands-on experience [e.g., 
deploying and maintaining a model, 
setting up monitoring, setting up ex-
periments tracking (mlflow), etc.].” 
Such improvements can be achieved 
by adding more technical assignments 
and including a course laboratory in 
our program, allowing trainees to ap-
ply classroom concepts to real-world 

scenarios. Given that our training 
program is a multi-institution program, 
involving four universities, across three 
provinces/states, participants indicated 
the desire to have more collaborations 
among trainees. For example, P1 re-
ported, “I wish this program can 
make more collaboration with train-
ees who have different backgrounds.” 
This suggestion may have arisen from 
in-class discussions, which help train-
ees recognize the advantages of col-
laborating with peers from diverse 
backgrounds.

Lessons Learned
In this section, we present the lessons 
we have learned from creating and 
teaching the courses. The first lesson 
learned is that teaching the social as-
pects of developing AI-based systems 
is just as critical as teaching the techni-
cal aspects. This is evident by the ma-
jority of the trainees’ (89%) responses, 
which expressed that the training pro-
gram effectively helped them identify 
and address these social aspects. An-
other lesson learned is that critiquing 
articles is crucial for fostering critical 
thinking among trainees. We have 
observed a gradual increase in the 
trainees’ critical thinking through-
out the course as it progresses. They 
have provided deep insights into the 
consequences of solutions from vari-
ous perspectives. Finally, it is critical 
to include an industrial perspective on 
developing AI-based systems. There-
fore, we discussed real-world examples 
to demonstrate the challenges facing 
practitioners and their solutions. Fur-
thermore, we implemented hands-on 
learning lectures and invited keynote 
speakers from the industry to present 
the current practices used to develop 
AI-based systems. This has helped the 
trainees to reflect on what they have 
learned and how it applies in real-
world industry settings.
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Threats to Validity
Validity considers the relationship 
between theory and observation, in 
case the measured variables do not 
measure the actual factors. We sur-
veyed the first-year trainees to assess 
the quality of the training program 
from their perspective, which might 
not directly reflect the program’s 
overall quality.

The questions in the survey might 
bias the participants’ answers. How-
ever, most participants acknowledged 
the program’s usefulness on all five-
point Likert scale questions. Also, the 
survey was conducted anonymously, 
and participants were free to respond to 
the questions in their preferred manner. 

Nonetheless, the anonymous na-
ture of the survey presents another 
threat to internal validity, as we may 
lack context surrounding respondents’ 
experiences, possibly leading to mis-
interpretation of specific answers. 
However, we believe the responses 
are relevant to the program and its 
components. This is because we only 
surveyed first-year trainees enrolled 
in the program. Moreover, we ex-
plicitly stated that the purpose of the 
survey is to gather feedback on the 
training program, both in our invi-
tation e-mail and at the beginning of 
the survey. To gauge initial feedback 
about the program, we surveyed a 
cohort of students. In the future, we 
plan to expand the survey to include 
other trainees and their employers.

T his work describes our expe-
rience developing a training 
program that prepares train-

ees to address the technical, social, and 
professional aspects of developing, de-
ploying, and servicing AI-based soft-
ware systems. This is complemented 
by a feedback survey from the train-
ees who attended the program, and 

the survey results indicate that the 
participants are trained to iden-
tify and address social, ethical, and 
technical concerns in developing AI 
applications. These results also pro-
vide us with suggestions to improve 
the training program. For example, 
we plan to expand our collabora-
tions with the industry by offering 
more research opportunities in in-
dustrial contexts and internships. 
Furthermore, we will include more 
practical sessions in the program for 
future cohorts to enable trainees to 
apply classroom concepts to real-
world scenarios. 

In the future, we plan to assess the 
effectiveness of the training program 
by conducting a comprehensive user 
study from the perspectives of both the 
trainees and their employers to mea-
sure the quality of the training program 
and gain insights into how the program 
prepares trainees for their career paths. 
Furthermore, we are planning to inves-
tigate the extent of learning that takes 
place in the classroom compared to 
on-the-job experiences. 
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